EXT3, Journaling Filesystem

Theext3 filesystemis ajournalingextensionto the standardext2
filesystemon Linux. Journalingresultsin massvely reducedime spent
recoveringafilesystemafteracrash,andis thereforen high demandn
ernvironmentswherehigh availability is important,notonly to improve
recovery timeson singlemachinesout alsoto allow a crashednachines
filesystento berecoveredon anothemachinewhenwe have a cluster
of nodeswith asharedlisk.

Thistalk will describethe ext3 filesystem pothits designgoalsandits
implementationlt will explain someof the challengesnvolvedin
addingjournalingin away which is completelycompatiblewith
existing ext2 filesystemgit is possibleto migrateexisting ext2
filesystemgo ext3 andbackagain),andwill coverthearchitectureof
theimplementationywhich involvesa completelynew, genericblock
device journalinglayerin thekernel.

1. Notes

1.1. Original presentation

Theoriginal presentatiorf this talk occurredn roomA of the Ottawa Linux
SymposiumQttava Congressentre Ottava, Ontario,Canadaon the 20th of July,
2000at 13:45localtime. This presentationvasgivenby Dr. StephenTweedie.

1.2. Presenter bhio
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Stepherhasbeeninvolvedwith the developmenif the Linux kernelsinceits early
days.His work hasbeenprimarily on thefilesystemandvirtual memorycode,with
miscellaneousontributionsall overthe kernel.However he never goesnearthe
network code.His recentandcurrentprojectsincludeseveralhigh-endfeaturessuchas
raw 1/O, fastzero-copy filesysteml/O andhigh availability.

Working for DEC for two years,Stepherworked on VMS kernelinternalsfor
high-availability clusteredilesystemsHe is now employedfull-time by RedHat,
which letshim work on Linux exclusively.

1.3. Presentation recor ding details

Thistranscriptwascreatedusingthe OLS-supplied-ecordingof theoriginallive
presentationThis recordingis availablefrom
ftp://ftp.linuxsymposium.ag/ols2®0/2M0-07-20 15-05-22 A _64.np3

Therecordinghasa 64 kb/sbitrate,32KHz samplerate,monoaudio(dueto the style of
singlemicrophonerecordingused)andhasafile sizeof 35657984ytes.The MD5
sumof thisfile is: dlaac5c2d7d24123245b3a45956eeble

1.4. Creation of this transcript

1.4.1. Request for corrections

This transcriptwasnot createdvy a professionatranscriptionistjt wascreatedcoy
someonavith technicalskills andaninterestin the presenteadontent.Theremaybe
errorsfoundwithin this transcript,we askthatyou reportthemto usingthebug
trackinginterfacedescribedat http://olstrans.sourcefge.net/ligs.php3

1.4.2. Tools used in transcript creation
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This transcriptionwvasmadefrom the MP3 recordingof the original presentationysing
XMMS for playbackandlyx (with docbookiemplate)or thetranscription.

1.4.3. Format of transcript files

Thetranscribeddatashouldbe availablein a numberof formatssoasto provide more
readyaccesdo this datato alargeraudienceThetranscriptswill beavailablein atleast
HTML, SGML andplain ASCII text formats;otherformatsmaybe provided.

1.4.4. Names of people involved with this transcription

This transcriptionwascreatedoy JacobMoormanof the Marble HorseFreeSoftware
Group(whosepagedive at http://www.marblehorse.q). He maybereachedt
roguemtl@marblehorse gr

The primary quality assurancéor this documenivasperformedby Stephanie
Donovan.Shemaybereachedat sdonwan@achilles.net

1.4.5. Notes related to the use of this document

This documents distributedin the hopethatit will beuseful,but WITHOUT ANY
WARRANTY; without eventheimplied warrantyof MERCHANTABILITY or
FITNESSFORA PARTICULAR PURPOSEWHhiIle quality assuranceheckson this
transcriptwereperformedjt wasnot createchor checled by a professional
transcriptionistthetechnicalaccurag of this transcriptis neitherguaranteedor
confirmed.Pleaseeferto theoriginal audiorecordingof this talk in the event
confirmationof the spealer’s actualstatementsreneeded.

1.4.6. Ownership of the content within this transcript

Thesetranscriptdik ely containcontentowned,undercopyright, by the original
presentatiorspealer; pleasecontactthemfor licensingrequestsbut do soin a polite
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manneypleaselt mayalsobeusefulto contactthe coordinatorfor the Ottava Linux
Symposiumthe original venuefor this presentationAll trademarksrepropertyof
theirrespectre owners.

1.5. Markup used in this transcript

1.5.1. Time markers

At theendof eachparagraptwithin the body of this transcript,atime offsetis listed,
correspondingo thatpointin the MP3 recordingof the presentationThistime marker
is emphasizedin documenformatsin which emphasiss supportedpandis placed
within bracletsatthevery endof eachparagraphFor example,[05m, 30s] stateghat
this paragraplendsat thefive-minute thirty-secondnarkin the MP3 recording.

1.5.2. Questions and comments from the audience

Theserecordingswverecreatedusinga bud microphoneattachedo the spealer during
their presentationDueto theinherentrangelimitations of this type of microphone,
someof thecommentsandquestionsrom the audienceareunintelligible.In cases
wherethe spealer repeatshe audienceguestionthe questionshallbe omittedanda
markerwill beleft in its place.Eventswhich happerin theaudienceshallbe bracleted,
suchas:[The audienceapplauds.]

Furtherin caseswherethe audienceeommentor questionsarenotrepeatedy the
spealer, they shallbeincludedwithin this transcriptandshallbe enclosedvithin
doublequotegto delineatehatthe statementsomefrom theaudiencenot from the
spealer.

1.5.3. Editorial notes
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Theeditorof this transcript the transcriptionis(if youwill), andthe quality assurance
resourcevho have examinedthis transcriptmay eachincludeeditorial noteswithin this
transcript.Theseshallbe placedwithin braclketsandshallbegin with 'ED:’. For
example:[ED: Theauthoris referringto slicedcheesenot gratedcheese.]

1.5.4. Paragraph breaks

The paragraptbreakswithin this transcriptarevery mucharbitrary;in mary caseshey
represenpause®r breaksn the speeclof thespealer. In othercasesthey have been
insertedo allow for enhancedlarity in thereadingof this transcript.

1.5.5. Speech corrections by the speaker

During the courseof thetalk, the spealer may correcthimselfor herself.In thesecases,
the correctedspeechwill be placedin parenthesisThereaderof this transcriptmay
usuallyignorethe parenthisedectionsasthey representorrectedspeechFor
example:My auntoncehad(a dognamedSpot,sorry)acatnamedCleopatra.

1.5.6. Unintelligib le speech

In sectionsvherethe speeclof theauthoror audiencéhasbeendeemediseful,but
unintelligible by the transcriptionisor by the quality assuranceesourcea marker will
beinsertedn their places]unintelligible]. Severalattemptswill be madeto correct
wordsandphrase®f this nature.In casesvherethe unintelligiblewordsor phrasesre
clearlynot of importanceo the meaningandunderstandingf the sentencethey may
be omittedwithout marker insertion.

2. Transcript
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We hadanoverview this morningaboutall the differentfilesystemsn Linux and
roughlywhatdifferentoptionsthereareaboutthesedays.’'m goingto justbetalking
purelyaboutthe EXT3 filesystemin generall’ |l alsotalk alittle bit aboutsomeof the
specificthingsthatwe've beenworking onin the virtual memorysystemhat
particularlyaffect journalingfilesystemsandthe work thatwe’ve beendoing. For
example,thingslik e allowing filesystemdo resene memoryin clean,deadlock-safe
ways.But really the bulk of thetalk will beaboutthis EXT3 filesystemandalsoabout
someof the (really aboutthe)implementatiordetails;how theinternalsof the
filesystemabstracout thejournalingfrom the actualfilesystemoperationsf 00m, 54g]

And why have we doneall of this EXT3 stuff anyway?Well, really thereareseveral
motivations.Firstof all, peoplestill like EXT2; they still trustEXT2. EXT2 is afairly
well provenfilesystemlt doesnt have all the bellsandwhistlesof someof the newer
filesystemslt doesnt have the smallfile efficiency of reiserfs.lt doesnt have the
directoryscalabilityof XFS, butit is a provenworkhorsefor Linux. And most
importantly therearearatherlot of usersouttherewho have got existing EXT2
filesystemsAnd moreevery day. [01m, 40s]

And someof theseEXT?2 filesystemsaregettingreally ratherbig. Even 24 monthsago,
therewerepeoplebuilding 500 gigabyteEXT2 filesystemsThey take along time to
fsck.l mean really. Thesearefilesystemghatcantake threeor four hoursjustto mkfs.
Doing a consisteng checkonthemis a seriousdown time. Sotherealobjectve in
EXT3 wasthis simplething: availability. Whensomethinggoesdown in EXT3, we
don't wantto have to go throughafsck. We wantto be ableto rebootthemachine
instantlyandhave everythingnice andconsistent][ 02m, 23s]

And that's all it does.It’s aminimal extensionto the existing EXT2 filesystemto add
journaling.And it’ sreally important,EXT2 is theworkhorsefilesystemIt’ sthe
standardstablefilesystemWe don't wantto turn EXT2 into anexperimental
filesystem For onething, usersexpectto have EXT2 thereasa demonstratiorof how
to codefilesystemdor Linux. It's a small,easilyunderstoodilesystermwhich
demonstratebow to do all of thetalking to the pagecache which haschangedn 2.4,
all of thelockingin thedirectoryhandling,which haschangedn 2.4. All of these
changesn the VFS interfaceandthe VM interfacethatfilesystemshave to dealwith
areshovcasedn EXT2. Sotherearemultiple reasonsvhy we really do not wantto
startmakingEXT2 into anexperimentalfilesystemaddingall sortsof new
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destabilizingfeaturesAnd sotherealgoalfor EXT3 wasto provide the minimal
changesecessaryo provide a completgournalingsolution.[ 03m, 26s]

Soit providesscalingof thedisk filesystemsizeandit allowsyouto make largerand
largerfilesystemswithout thefsck penalty but it’ s not designedo addthingslik e very,
very fast,scalabledirectories(to Linux) to EXT2. It’s notdesignedo provide
extremelyefficient supportfor extremelylargefiles andextent-mappediles andthis
type of thing thatpeoplehave beentalking aboutfor EXT2. But really thegoalis to
provide thatonepieceof functionalityalone.[ 03m, 559

And oneof themostimportantgoalsfor the whole projectwasto provide absolute,
total, completebackwardsandforwardscompatibility betweerEXT2 andEXT3. You
cantake anexisting EXT2 filesystemthrow ajournalfile ontoit, andmountit as
EXT3. There,you have ajournalledfilesystem.This laptop,| installedRedHat 6.2 on
it, it formatsall of thesepartitionsasEXT2. I’ ve addeda coupleof journalfiles and
now it’sall runningEXT3.[04m, 28s]

Betteryet,if youunmountanEXT3 filesystemthenit marksthatfilesystemashaving
beencleanlyunmountedThejournaldoesnt needto berecoveredafteraclean
remountsoall theseextra datastructures/ou getfor journaling,for dealingwith
rebootsarenotrelevantif thefilesystemhasbeenunmountedtleanly If youdoaclean
unmountof an EXT3 filesystemyou canthenmountit againasEXT2 andEXT?2 just
doesnt care.lt’'s completelycompatiblein bothdirections[05m, 02s]

If youhave anEXT3 filesystenmthataftera crash for example,andtheres ajournalon
therewhichis active andneeddo bereplayedontothefilesystemthenin thatparticular
caseyou needto have recovery. You cannotmountit asEXT2, because&o do so,you
would getaninconsistenfilesystem.You would corruptall of theinformationthat’sin
thejournal. SOEXT2 hasfor sometime hada setof compatibilitybitsin thesuperblock
which let you say for example:whatfeaturesarein thefilesystem?Sothatversionsof
thekernelwhich don't understand particularfeaturewill nottry to mountafilesystem
thatit cant understandSoif you've gotanactive EXT3 filesystemtheflag setin that
superblockwhich says:don’t you daremountthisaseXT2; it’ s not compatible And
EXT2 will cleanly will bequitecareful;l dont understandhatbit, I ll refuseto mount
it. But assoonasyou’ve unmountedt, thatbit getscleared][05m, 56s]

Question?
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“You answeredt.”

Okay And similarly thefsprogs,e2fsckcanusethosebits to work out exactly whether
or notthis perfectlynormal-lookingeXT2 filesystemactuallyhasan EXT3 journaland
whetheror notthatjournalneedsecovery. [06m, 14s]

Sowe have completecompatibility, bothin termsof the on-diskformat,sothatan
unmountedEXT3 filesystemdoeslook exactly like EXTZ2, but alsoin termsof the
functionality Soall of the existing thingsthatwe havein EXT2...thingslike the
persistentnodeattributes,you canseton aninode.For examplein EXT2, you canseta
directoryinodeto besynchronoussothatall of the updateson thatfilesystemhave
synchronousnetadataipdates| 06m, 41s]

And you cansetthatattribute on a mail spoolto getDSD synchronousipdate
compatiblebehaior for your mail files. Thingslik e sendmailcanmake assumptions
aboutconsisteng afterareboot.And if you needthatkind of consistenyg, you cando
thatin EXT2. All thoseattributesareall exactly therein EXT3, becaus¢he EXT3
sourcecodestartedoff by metakingacopy of theentireEXT2 directoryandcopying it
into thedirectorycalledext3 andthendoinga globalsearch-and-replader all
occurrencesf ext2 andreplacingthatstringwith ext3. [07m, 13s]

It’ s exactly the samesourcebaseit startedoff from. Theonly reasort wasmadeinto a
separatesourcetreewassothatl could have testboxesthatrun EXT3 development
codeon my testpartitionwithout having to run thatsamedevelopmenicodeon my root
filesystemwhich kind of mademealittle bit nernous.! didn’t wantto do that.[07m,
319

Sowe have EXT3 asa separatdilesystemsimply for thatreasonfo isolatethe nen
codefrom theold, stablecode.But apartfrom that,| meanit’ s exactly the samesource
basethat’s beenusedfor thetwo. Theres nolossof existing functionality And in
particular the guarante@boutjournalingconsisteng coversall of the existing
functionality. [07m, 519

Soeventhingslike quotasareguaranteedo be consistenafterarebootwith

journaling.Soif you updateafile, write to or extendafile, or truncateafile, thequota
operationghatgo on alongsidethatoperationareguaranteedo be consistentvith the
contentsf the quotafile. You never have to run aquotacheckafterarebooton EXT3,
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justasyou never have to run afsck.[08m, 169

Thereareanothercoupleof subtleissuesaroundrecovery which arereally notatall
handledn any way whatsoeger by existing filesystemsThe mainoneof theses
orphanediles. Orphanedilesis this concepthatthe GFSpeopleweretalking about
earlierasbeinga nastycase.Thatyou canhave files which aredeletedfrom the
filesystem put which arestill openby processesAnd the semanticarethatwhenthat
processlies,you wantto closeandyou wantto deletethefile, remove it from disk,
returnall thespaceo thefilesystem|[08m, 539

Well, that’s all well andgood.Thetroubleis that,thatfilesystemstatethathasthefile
(closed sorry)deletedout still open—that's acompletelyconsistenstatefor the
filesystemSoin thefirst versionsof EXT3, if you have afilesystemin thatstate,it's
perfectlyconsistentTheunlink of thatfile is asingletransactioron thedisk. That
transactiordid notreclaimthe disk spacebecausét didn’t needto, thefile’s still open.
Sowe've gotthis completelyconsistenbn-diskstatein whichthereis afile which
existsonthedisk but isn’t in thedirectorystructurearnywhere.[09m, 27s]

Now ohviously afterareboot,you canbe pretty surethattherebootalsokills aprocess
thathadthatfile openandsowe needto presere the semanticghatkilling the process
deleteghefile. Sowe have to have someway of dealingwith theseorphanediles and
that’s new functionalitythatwe justdon’t have to dealwith in EXT2, becaus&XT2
assumeshattheres alwaysa filesystemcheckthereto cleanup thesethingsaftera
reboot.Sothereareafew thingslike thatin EXT3 thatwe needto dealwith aftera
rebootto make surethatconsisteng is complete And so,really, thisis thegoal:
absoluteconsisteng of thefilesystemin every respectfterareboot,with nolossof
existing functionality. [ 10m, 08s]

Sohow’sit actuallyimplementednternally?Whatdoesthis sourcelook like?Well you
seethefirst thing we did is justtake the EXT2 filesystemandturnit into EXT3. That's
nottheonly new filesystemsubdirectorythatthe EXT3 patchegprovide. EXT3 also
providesanew (subdirectoryand)filesystemdirectoryunderthe Linux sourcetree
calledJFS.[10m, 359

That'sthejournalinglayerfor EXT3; andthat’s entirelyindependenof the EXT3
filesystemitself. It's a completelyabstracjournalinglayerwhich allows you to make
arbitraryblock device modificationsin the buffer cacheandhave thoseobey
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transactionasemanticsSothatyou canmake arbitrarytransaction®n arbitraryblock
devicesandfilesystemtransactionsrejust oneexampleof thingsyou cando with that.
[10m, 595

It wasexplicitly written sothat,for example,if you hadalogical volumemanager
which wantsto make anumberof change®veranumberof differentblock devicesand
malke thosechangexompletelyatomic,with respecto reboot.Sothat,for example,
you areaddingawhole pile of logical volumesor you're deletinga pile of logical
volumesandyou’re updatingit acrossmultiple block devicesfor astripeset.[ 11m, 215]

The JFSlayerthatwe addedfor this is perfectlycapableof beingusedfor something
likethataswell; it’ s notrestrictedo the EXT3 filesystem And in particularthe EXT3
filesystemdoesnot know anything aboutjournaling.Journalings separateEXT3
doesnt havethejournaling;all it knowsis transactionslt says:hereis the beginning of
asetof block device modifications;)]’'m goingto modify this block device which
containamy filesystemandl’'m goingto tell you thatthesefive block device updates
form a singletransactionAnd it tells thatto the journalinglayerandthejournaling
layeris responsibldor makingsurethosefive updatesitherall appeaiin the block
device afterareboot,or noneof themappearAnd thejournalingis doneinsidethat.
EXT3 doesnotknow aboutjournaling.[12m, 13]

Theonly placesnvhereEXT3 hasto interactwith thejournalinglayerareto tell it
wheretheseransactionstartandstopandwhich updateselongto which transaction.
And also,to managehedisk spacewhichis usedby theinodewhich containshe
journal.And thejournalin the JFSlayercanbeon ary inodein ary filesystemor it can
beonanarbitrarysub-rangesetof contiguouslockson ary block device. It doesnt
evenhave to be onthe samedevice thatyour filesystemis on. And you canhave
multiple filesystemssharingthe samegournal,if youwant. The JFSlayerwill cope
with all of that.[ 12m, 495

Theonly otherthing...sothe only thingswe have to do is managehetransactionsand
managehejournalinode.And oneof thethingsinvolvedin that,is thatthefilesystem
is responsibldor askingthejournallayerto do journalrecovery afteranunclean
reboot.And asl saidearliet onceyou've doneall that,onceyou’ve unmountedhe
thing, the EXT3 filesystentells the journalingto closedown, cleanup thejournaland
mark everythingasconsistentAnd onceit’sdonethatandthejournalinglayerhas
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said:find all of your updatesareconsistentandthis, the journalhasbeenemptiedout,
Thefilesystemcanthenjust setaflag in thefilesystemthatsays:okay we nolonger
needto recover anything; don’t worry aboutthejournalandjust feel freeto mountit as
EXT2. Sothat’s basicallywhatwe have in the design.It’s two completelydifferentsets
of code;onethat’sthe abstracjournalinglayerandone,a simplesetof modifications
to EXT3 to addtransactions|.13m, 48g]

Soif welook atthislayerthat's addingjournaling,whatdoesit look like?Whatdoesit
provide?Well whatit doesis, it exportsan API which allows you addtransaction®nto
ary block device. SojustaseEXT3 doesnt understandhefirst thing aboutjournaling,it
doesnt needto, the JFSlayerdoesnt understandhefirst thing aboutfilesystemsit
doesnt needto. All of thefilesystempropertiesaredealtwith in EXT3. [14m, 16s]

All of thejournalingis donewithin the JFSlayer. It providesanabstractoncepibf a
log; it allows youto registerajournalwith the JFSlayer And whenyou registerthat
journal,you've got two choicesyou caneithersay:heres someinodeon some
filesystempleaseusethe contentsf thisinodeasajournal. Thatmustbe a block
device filesystembecausehe JFSlayerassumeshatit canalwaysdo a mapping
betweeranarbitraryblockinsidethatinodeandthe block on disk. [ 14m, 50s]

Soit says:createoneof thesgournals,eitherin aninodeon ablock device. It doesnt
carewhichyou useandyou don't evenhave to have thejournalonthe samedevice that
you'’re goingto be doingthe updateson. Soyou canhave afilesystemover hereand
journalit to a separatespooldisk overthere,if youwantto. The JFSlayerwill bequite
happy with that.In fact,you canevenhave morethanoneblock device journalingto
thesamedisk, if youwant. The JFSlayeris quite hapgy aboutthat.[ 15m, 20s]

It provideswrite orderingguaranteedAll theway throughthel/O layersin thekernel.
Soit makesall theseguaranteethat,if you have atransactiorwhichis in progresshut
hasnotyet beencommitted the JFSlayer providesa guarantee¢hatnot oneupdateof
thatparticulartransactiorwill hit the maindisk until you've donethe commit. It
providesall thatguaranteebut it doesnt necessarilyell youwhentheupdateswill hit
thedisk. The JFS’updatesarestill write-behind [ 15m, 57]

Soin otherwords,you're notdoingtransactionsynchronouslyyou’re not saying:well
I’ll doall of theseupdatesandthatresultsin the creationof anew directoryonthedisk.
And thenall of theupdated’ ve madeto the disk arecommittedinto thejournalandl

11
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return.[16m, 12s]

The JFSlayermaintainsjn cachegalist of all of theupdatesvhich form ary particular
transactiorandit will do, in its own sweettime, the normalwrite-behindthatthe buffer
layeris alreadydoingonthis. It’ Il justwrite behindin somefuturetime; we’ll make
sureall of thosefuture updateshit the disk. But it will make guaranteeaboutthe
ordering,sothatwhenthey do hit disk, thetransactions eitherall there,or notthereat
all. [16m, 375

Now journalingin mary casess very similarto databaseg§.16m, 45s]
[The spealer callson anaudiencanemberfor a question.]

“Doesthejournalinglayerprovide anorderingguarantedetweertransactionsan
transactior}7 be...whenyou recover, cantransactior7 exist in therecoveredstate
whentransactior6 doesnot?” [ 17m, 089

Thequestionis: is thereanorderingguarantees the JFSlayer?Yesandno. Thisis
actuallyareasonablyomplicateddesignissue. And it’s somethingvhichin particular
makesa hugeamountof differencewhetheryou’re runningon a singlenodefilesystem
or asharedlisk. It's oneof thereasonghat GFSimplementghingsvery differently,
internally, to EXT3. TheJFSlayerin EXTS3...its APl doesnot make arny guarantees
abouttransactiorordering.If you have atransactiorwhich updateslocksone,two and
threeon the disk andanotheronewhich updateslocksfive, six andseven,the API
doesnt giveyou ary orderingguarantedetweerthose [ 18m, 00g]

Now on somethindike GFS,if it'sdoingjournaling,that’s really importantthattheres
no orderingguarantedecausén GFS,you've gotto beableto releasea disk block
backto disk asquickly aspossiblein orderto relinquishalock, whichis requiredby
someothernode.Onthis local disk filesystemyou don't have that. Soon alocal disk
filesystemjt’ s quitelegitimateto batchall theseupdateff into verylargetransactions
andjustsendthemall outatonce.Thatworksreally efficiently. [ 18:36]

Theonly placeit breaksdown on alocal diskis if you've gotsynchronousipdatesif
you do, for example,anfsync()on afile, or if youopenafile asO_SYNC,andin that
caseif you have absolutewrite orderingguaranteeghenin orderto flushthis onelittle
file outto disk, sayit’samail spool,andyou’re doingafsync()for somefile that'’s just
arrivedoff the network; in orderto syncthatto disk, if you've gotwrite ordering
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guaranteeghenyou’ve gotto syncall previoustransactiongndcommitthemto disk
aswell. And that’s expensve, because¢hathurtsthe lateng of thosesyncs.It doesnot
changeyour bandwidth;it’ s actuallymoreefficientin termsof disk bandwidthand
throughputo batchyour transaction®ff in large chunks.[19m, 18s]

Sothe API thatJFSexportsdoesnot make any guaranteeaboutwrite ordering
consisteng. Internally, it batchegall of thetransactionsall of theupdatesvhich are
madeby thefilesystem..it just batchegshemup sequentiallyinto big, compound
transactionandputsthemoutto disk asasingleunit. Sotheimplementatiormalkes...
doesactuallyhapperto presere write orderingin all cases|[19m, 45s]

Thatis notguaranteedby the API, andoneof thethingsthatwe needto do oncethe
coreis outthereandbeingused..onceeverythingis up andrunning,includingall of
the performancestuff that’s still awork in progressis to do profiling to find out
whetheror notthereareapplicationsvhich really do needto have fine-grained
committingof transactionssothatwhenyou fsync(),you just...you know you've got
transactionshree four, five, six andseven,andtransactiorsix suddenlybecomes
relatedto anfsync(),soyou have to committhatone.Doesit actuallymake a
differenceto performanceo be ableto committransactiorsix without having to
committransactionshreeto five?If thatturnsoutto bethe casethenl will beableto
dothatin thefuturewithout changingthe API. The API doesnt make thatguarantee;
it’ s justanoptimizationinternally. [ 20m, 36s]

But apartfrom thatwhole, theright orderingguaranteearemadeandhow it doesthis
is fairly simple.Journalingfilesystemsre,in mostcasesyery closelyrelatedto
databasgournaling.But with somevery, very specialcasesin databasesypically a
locking databasés characterizedby the stepst hasto go throughto recover the stateof
thedatabasafteracrash.And it’s characterizethy whetheryou have to doundos or
redos.[21m, 19]

Soin the caseof anundologging,thatmeanghatwhatyou dois thatyou putinto the
journalall of the old stateof the buffersthatyou’re modifying andthenyou canwrite
thenew stateto thedisk. And if you crashbeforethetransactions committed thenyou
canundothe modificationsyou madeon disk by copying theold contentdrom thelog.
Sothatthelog containgheinformationnecessaryo undoincompletetransactions.
[21m, 469
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Oryou candoredologging,whichis thatthe new datais written into thelog andyou
leave the original dataon thedisk, in its mainlocation.And thenaftera crashary
transactionsvhich areincompletetheoriginal copy is still ondisk, soyoudon’t have
to doarything. And it’ sonly completetransactionsvhich exist in thelog andyou have
to replaythoseinto the mainfilesystem[22m, 08g]

In almostall casesjournalingfilesystemgust usesimplecaseof doingredologging.
Sobasicallyevery singlemodificationthat’s madeto thefilesystenwill bewrittento
thelog first. And only onceit’s committedto thelog, notjustwrittenin thelog, but
committedto thelog, arewe allowedto updatethe maincopy on disk. And that’s (what
EXT2 does)whatEXT3 does,soall of thosewrite orderingguaranteeareprovided by
the JFSlayer. [22m, 36s]

SothatJFSlayercontrolsthesevarious,differentthings.It controlstransactiorcommit
andthe commitof atransactionnvolveswriting all of thethingswhich thattransaction
modifiedto thejournal,andthenwriting acommitrecord.It’ s not sufficientjustto

write thething to thejournal,becauseheres gotto be somemarkin thejournalwhich
says:well, (hasthis journalrecordactually)doesthis journalrecordactuallyrepresent
acompleteconsisteng to the disk? And theway you do thatis by having someatomic
operationwhich marksthattransactiorasbeingcompleteon disk. [ 23m, 14s]

Now, disksthesedaysactuallymake theseguaranteedf you starta write operationo a
disk, thenevenif the powerfailsin the middle of thatsectorwrite, thedisk hasenough
power available,andit canactuallystealpower from therotationalenegy of the
spindle;it hasenoughpowerto completethewrite of the sectorthat’s beingwritten
right now. In all casesthedisksmake thatguarantee.23m, 41|

Sothefundamentathing abouttransactionsre:at the endof writing the new contents
of thetransactiorto thelog, we write a single512-bytesectorto the disk, which
containswhatever magicnumbergo identify asit asa particulartype of block; sosay
thisis acommitblock andit will containa sequenc@umberthatmatchesll of the
transactionshathave gonepreviously, sothatit doesnt getconfusedbetweerthat,
whatyou’ve beenwriting there,andthe old contentsof thelog, previously. [ 24m, 14s]

Thatsinglewrite of thatonesectoron disk marksthe entiretransactiorasbeing
complete And soall of thatwrite ordering,the write orderingwithin thejournal, that
saysthatthejournalhasto bewritten andcompleteon disk beforeyou have to write the
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commitrecord.. that'sall handledby JFS.Thewrite orderingthatsays:you have to
write thecommitrecordbeforeyou write any of theblocksbackto the mainfilesystem.
That'sall handledby the JFS.[24m, 389

Obviously theres only a limited amountof spacen thatlog. Sotheold transaction
checkpointing..Checkpointings the procesof flushingall the contentsof thelog out
to themaindisk. That's handledby the JFSlayerandthat’s actuallyreally important,
becauséf you think aboutit, thetransactions committedon disk assoonaswe've
written thatcommitrecordin thelog. But oncethatcommitrecordhasbeenwrittento
thelog, theonly copy of thedatathatthetransactiorhasjustwrittenis in thelog; the
maincopy ondiskstill hastheold version,sowe cannotthrow away thatdatain thelog
until we have written it, copiedit back,ontodisk. And that’s calledcheckpointing.
[25m, 199

That's whatallows usto re-usebits of thelog. We take the contentsof thelog, make
surethe copieson disk areall up-to-dateandat thatpoint, we cantrim thetail of the
log. All of thatis handledby the JFSlayer All of thewrite-behindis handledby the
JFSlayer It hasits own setof timeoutsandlinks itself into the buffer cache
write-behindlayersandsoall of thatis handledcompletelytransparentlyo the
filesystem And also,the JFSlayer, for performanceeasonstriesto make everything
go asasynchronouslaspossiblelt never stallsthings;it nevertriesto do morecopies
thanit needdo. [ 25m, 55g]

So,for example,whenwe're doingjournaling,thefilesystemmay say:take some
buffer that'sin memoryandl’'m goingto write thisto disk for thatapplicationthereand
journalit. And thejournalingcodehasto make surethatblock getswrittento the
journalfirst, andthen,afterthe commit,it goesto its mainlocationon disk. And the
journalinglayerwill dozero-copy from that;it will actuallycreateanew 1/0O request
thatpointsto theold disk buffer locationandusethatto journalthe datato thejournal
file, without copying thedatablock. Now all thatkind of thing is handledby the JFS
layer. [26m, 339

[The spealer callson anaudiencanemberfor aquestion.]

Thequestions: doesit make sensainderextremememorypressureo throv avay data
that’s beenwritten to thejournal,but hasnt yet beenwritten to disk. Absolutelynot,
becauséf it’swritten into thejournalandyouwantto throw it away, it's much,much
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moreefficientto justwrite it to diskthandoinganything else.Actually onthe next
slides,I’ll talk aboutresenations,which aretheway thatyou limit theamountof
outstandinglatathat’s beingusedby thetransactiorlayeratary pointin time. And that
resenationsystemis sufficientto reducethe memorypressuref 27m, 21|

[The spealer callson anaudiencanemberfor aquestion.]

Sothetwo questionsfirst of all, the sectorsizethatthe disksguarantego be atomicis
smallerthan(the sectorsize)theblock sizethefilesystemuses.Yes,but for the commit
block, | only ever careaboutthefirst 512 bytesof thatblock. If thecommitblock’s first
512bytesareup-to-dateon disk, thenthat's assumedo mean(the sector sorry)the
entiretransactions committed And you have to bevery, very carefulnotto have
critical commitinformationthatspansa 512-bytesectorboundaryAs for write
ordering,absolutelyWe needto make surethatevenwhenwe submitmultiple async
I/0O requestdo thedisk, the disk doesnt allow usthewrite to reorderthingsin sucha
way asthatthe commitblock hits thedisk beforethe othertransactiorblocks.And |
will comebackto thatpoint, becauset’s actuallyareally nastypointfor performance.
('l comebackto that,yes.)[ 28m, 36s]

Oneotherthing that!’ Il sayaboutthisin termsof asynchronoubehaior is thatthe
journalinglayeris really careful...(Ah, comeback.)Thejournalinglayeris really
carefulto make surethatthingsdon't stallunnecessarilySothatmeanghatwhenwe
startcommittinga transaction(we don't stop)we don't stall thefilesystemitself. And
committinga transactiormeanghatwe take, okay, I'm goingto take a snapshobf the
entirefilesystemstateat this pointin time andl’ [l startcommittingthatstateto disk.
But thefilesystemis still allowedto make new copiesof thedata.Thefilesystemis still
allowedto modify thevirtual block device in the buffer cache While it doesthat,we
have to keeptheold contentof thatsnapshopresenin memory sothatwe can
commitit to disk.[29m, 419

And soin thatparticularcasethe JFSlayerprovidesa copy-on-write mechanisnso
thatif anew filesystemrequestomesalong,thatwantsto modify a block thatwe are
in theprocesof committingbut haven't finishedcommitting,thenwe make a copy of
thatbeforethefilesystemis allowedto modify the buffer. And thatmeanghatthe disk
I/O for committinga previoustransactiorcango onin parallelwith thefilesystem
operationdor the new transactionThatis oneof thethingswe do in the JFSlayerto
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make surethatthe concurreng of the systemis ashigh aspossible Thereareno
synchronousransactionsn the JFSlayer, atall. The only way you cangetsomething
synchronouss if yousay:well | actuallywantthe applicationto wait until this thingis
ondisk becaus¢he applicationhasdonesomethindik e anfsync().[ 30m, 289

SoJFSprovidesall this functionalityandit providesit to the user wherein this case
theuseris somethindike theLVM layeror in this casethe EXT3 layer And it hasa
nice abstraciAPI for exportingthis functionality. Everythingis expressedn terms,not
of transactionshut of handlesandto make this distinctionclear a handlerepresents
onesingleoperationthatmarksa consistensetof updateon thedisk. [ 30m, 599

Soahandlemight be somethindik e a createandthe createhasto go througha
directory addadirectoryentryto thatdirectory modify thetimestampon that
directory modify the sizeof thedirectory;it hasto allocatea new inode,andit thenhas
to modify theinodetablefor that;it hasto modify the superblocko changehe number
of inodesin thatgroupin the superblockandit hasto marktheinodebitmapasbeing
changedAnd all of theseoperationdor a single,consistenbperationupdatein the
filesystemaredonewith asinglehandle[31m, 379

But ahandleis not necessarilyhe samething asthe journalingtransactioron disk,
becausé¢hejournalinglayerwill allow multiple updatedik e this to be batchednto a
singletransactionSo,to make this distinctionquite cleat thetransactioron thediskis
not necessarilyhe sameas(the handles}Yhe updategshefilesystemis doing. And that
meanghatbecauseve aredoingwrite-behind we maybemakingonly onefilesystem
commitevery five secondsandyou canhave hundredsandhundredsof filesystem
operationgroceedingn thattime scale.Soeverythingcanbebatchedup very
efficiently usingthesehandles[32m, 16s]

Now the API hasajournalstartandajournalstoppair. A journalstartgivesyoua
handle A journalstoptells the systemthathandleis finishedwith. It providesnested
transactionssoif you do ajournalstartandthenanotheijournalstart,thatall gets
batchednto the sametransactionAnd the handleis not marked ascompleteuntil
you've gonethroughtwo journalstopsin thatcase[32m, 42s]

Whenyou do thatjournalstart,you have to tell the JFSlayerhow mary blocksyou
expectmight be modifiedby this update That's really, reallyimportant.This is
absolutelycritical, to avoid deadlockingn the journal. The JFSlayerhasto know
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(beforeit startscommittingyour transactionsorry) beforeit startsprocessing/our
transactiorthatthereis enoughspacdeft in thejournalto write out all of the blocks
which mightbecomepartof your transaction[ 33m, 149

And if it turnsouttheres notenoughog spacdeft, well it mightbethatyour
transactiorincludesblocksfrom previoustransactionsn thejournal. And because
theseblocksarenow beingpinnedaspartof a new transactionyve cant flushthemto
disk. And becausave cant flushthemto disk, we cant checkpointhelog to remove
oneof theold transactiongrom thelog. And becauseve've run out of spacewe’re just
deadlocledcompletely[33m, 36s]

Sowe have to make thesekind of resenationsto make surethetransactiordoesnot
startuntil all of thespacehatit might useis guaranteegresenin thelog. Sothe
journalstart/journalkstopprovide boundarieso make thatsortof resenation
guaranteed.33m, 50g]

Theres aquestionatthe back.
[The spealer callson anaudiencanemberfor aquestion.]

Thequestionis: whathappensf theres notenoughspacephysicallyin thejournalfor
thetransactionTransactiongrevery limited in size;they’re never morethana few
dozenblocks.Theonly two casesvhereatransactiorcangrown without boundsarefor
write systemcalls,becausevrites canactually.. anapplicationcanquite legitimately
write a half gigabyteof memoryto afile in onesyscall.[ 34m, 225]

That's okaybecausd& XT3 doesnot guarante¢hatwrite is atomic. That'll be broken
upinto multiple, smallertransactionsAnd the only othercaseis truncate pecausgou
might have atengigabytefile thatyou're deletingandyou really wantthatdeleteto be
anatomicoperationput thatdeletecantoucharbitraryamountsof disk space.
Potentiallyyou have oneseparatditmapblock; in the mostfragmentectasen the
filesystemyou’d have a separatditmapblock beingupdatedon thedisk for every
singleblock thatyou freefrom thatfile. Sotruncatesarespecialcasewhich I’ll cometo
later, becausave have to dealwith thatin anastymanner[35m, 00s]

Actually, askary of thejournalingfilesystempeoplein theaudiencewhat’s the
hideouspartof theentiresystem And it’ s deletingfiles. Everythingto do with deleteis
hairy. Everythingto dowith delete..you have nightmaresaroundwhathappensf



EXT3, Journaling Filesystem

blocksgetdeletedandthenreallocated| 35m, 22s]

Whathappensf they getreallocatedvith adifferenttype of dataaVhathappensf you
reallocatehemandthentake a crashandhave to undothereallocationrandundothe
deleteoperation”And they really getnasty [ 35m, 33s]

Somostof theproblemsn EXT3, mostof the hairy partsof thedesign,asin most
journalingfilesystemsin fact,comefrom deletesAll of theblock updateghatthe
filesystemmalkesafterthis time go througha pair of (systemcalls, sorry)journaling
callsexportedby the JFS.You canaskthejournalto give you write accesgo a block
andremembet saidearlierthatto ensureefficiency in the systemwe do
copy-on-write.If theresablock (beingjournalled,sorry) beingscheduledor commit,
thenwe don't mind thefilesystemcontinuingto modify thatblock aslong aswe have a
chanceto copy it outandmake surethatthe old snapshothatwe’re committingis still
consistent[ 36m, 14s]

And to achiese thatcopy-on-write,we have to know whatthefilesystemis goingto
modify beforeit modifiesit. Soyou have to go througha procesf gettingpermission
to write ablock, justto make surethatcopy-on-write canhappenAnd thenattheend
of it, we cansay:okay, thatblock hasnow beenfinished,it’s now beendirtied; it can
now bewrittento ajournalor whatever. [ 36m, 33|

This API providestheresenation,it provides...the handlesyou getbackfrom this
journaling,you canmarkindividual handlesasbeingsynchronouseforethejournal
stop.And whenthefinal journal stophappensandthattransactior(is committedto the
disk, sorry)is bundledup for the currenttransactioron disk, it will immediatelysubmit
thatcommitto thedisk, andwill synchronouslyvait for thatcommitto finish on disk
beforereturning.Soyou cangetsynchronousperationon a perhandlebasis[37m,
039

And it alsoprovidesvarious..the JFSlayer providesvariouskind of management
functionsfor creatingajournal,doingrecovery of ajournal,markingajournalasbeing
completeflushingajournaloutto disk, thingslik e that. You needthatinside EXTS3.
For example,if anEXT3 filesystemthat’'s read-writegetsmountedread-onlyIf you
remountit read-onlyyouwantto make surethat,beyondthatpoint,no moreupdates
happerto thefilesystem.You wantto make surethatnothingelsehappensn the
journal.You alsowantto make surethattheres norecovery necessargn that
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filesystemlIf youtake arebootwhile thefilesystemis markedread-only Soall of the
consisteng functionsnecessaryo flusheverythingoutandstopfurtherwriteswhen
you getoneof theseremountsAll of thesekinds of functionsareexportedby the JFS
layer. [ 37m, 529

Theimportantthing aboutthis API is thatall of theupdateghatwe’re makingare
expressedn termsof: hereis a block, hereis the new contentsof thatbuffer on disk.
We’re doing physicaljournaling.Now theres somefilesystemghatdo journaling
which dologicaljournalingandthatmeanghat,for example,if they allocatea
particulardisk block to a particularfile, they’ll write anentryin thejournalthatsays:
this disk block (is markedfree,sorry)is markedin use.And this file hasa mapping
pointerpointingto thatdisk block. And thatdescriptionfor thatallocationmight only
beafew byteslong. EXT3 will journaltheentirecopy of theblocksthathave been
modified,all 1K, 4K, whatever, of theblocks.[ 38m, 435]

But it doesnt do any copy whenit’s doingthat,sothe CPU overheads minimal andin
particular if you have gotalot of operationghattouchthe sameblocks,thatblock only
getsjournalledonce.And thatmeanghatthis is a very, very simplemechanisnwhich
givesyou completelyfree compressiomf multiple events.So, for example,you almost
never getadisk block allocatedn a singlecommitoperationlf thecommitsaregoing
every five secondsthenif you only hadoneblock allocatedwithin thatfive second
boundarythenit’ s no big dealto write out4K; to markthatblockin use.But, asis
morelik ely, you've got hundredsandhundredsof allocationsgoingin rapidsuccession.
[39m, 24s]

All of the bitmapblocks,all of the bits in the bitmapswhich arebeingupdatedonly
resultin onecopy of the new block beingsentto disk. Soit’ sactuallyafairly efficient
way of compressinghesekind of multiple operations..multiple directoryoperations
or multiple allocationswithin a singleblock group;they canall becompressedairly
efficiently down to thedisk. Therearedifferenttypesof buffer thatyou canpass
throughinto the JFSlayer Now thisis gettinginto theissueabout:arewe journaling
every operationon the disk, or arewe only journalingmetadata®Right now, the current
versionof EXT3 that'sin publicreleaseEXT3 s (journalingall metadatasorry)
journalingmetadataanddata.Soeveryfile thatyou write is beingwritten twice; it's
beingwritten onceto thelog andonceto the maindisk. The designgoalis obviously
notto dothat.[40m, 19s]
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Sothedesignis thatyou canhave metadatdeingjournalled,but the dataitself just gets
written backto thedisk arny old way. Now if you do that,awhole pile of new ordering
constraintomein. And guesswhat...they all have to do with delete Exceptfor one.
[40m, 439

Theonly onethatdoesnt have to do with deleteis: whathappensf you allocatea
whole pile of data,write it to disk, andthentake a crash\Vell, if you take a crashand
thenrecover the stateof thatjournalandreplayall of theallocationgto disk, but the
datahasnotyet beenwritten to disk, thenthe usercanreadthosedisk locksandget
old, stalecontentsof whatwaspreviously thereon the disk. And thatmightbeanold
copy of /etc/passwabr someotherfile you don't really wantthe userpokingaroundin.
[41m, 119

Sofor security you really wantto make surethatnewly-allocateddatablocks(will get
committed,sorry)will getflushedto thedisk beforethetransactiorwhich allocates
themis allowedto commit. Sowe have this concepwof datablocksandthatwrite
orderingguarantedor datablocksis preseredby the JFSlayer. [41m, 30s]

Thenthereareawhole pile of otherthingsthatcangowrong.Well, | canhave a
directorywhichis deleted; candeletea directoryandthatis a perfectlylegitimate
operationn EXT2. And | candothatandl cancommitthatdeleteto disk andthenl
canhave anew transactiorwhich reallocateshosesamedatablocks,which arenow
free,andputstheminto afile. And | cancommitthat. And everythingis now
consistent[41m, 58s]

Exceptwhathappensf | take arebootAVell whathappenss thatwe do arebootand
thelog getsreplayedandwe go throughthejournal, replayall the metadatalocksthat
arein thatlog. Well, actually this directorythatwe deleteda few transactiondack,we
madea new entryin thatdirectoryandtheres a metadatdlock for thatdirectoryentry
onthejournal,but we don't journaldata.Sothatthe new contentsf thatdatablock,
which areonthemaindisk, arent in thejournal. And sowe take a crashandwe replay
andwe overwritethatdatablock with the old contentsof the directoryblock, because
that'sall that’sin thejournal. Thisis generallyconsideredadbehaior. [The audience
laughs.][42m, 40s]

Sowe needto have waysof dealingwith that,sowe needto beableto have revoke
records.Therearevariousdifferentwaysof dealingwith this; you candealwith it by
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makingcertaindeleteoperationsynchronousyou candoit by makingsurethatyou
don't reusedisk blocksuntil you've checkpointedhatold recordout of thejournal.
Thewaywe're doingthatin EXT3 is thatdeletingmetadataancausea revoke record
to bewritteninto thejournal. And whenyou do thereplayof the journal,thevery first
passof thejournalrecovery, we look for all of therevoke recordsandmake surethat
ary datathat’s beenrevokedis never, everreplayed And sothatdealswith that
particularcase[43m, 20s]|

Therearemuchworsethingsthatcouldhappenin journalingwith deletesFor example,
whathappensf you have a pieceof metadatahat’sin your directoryandyou've
deletedthatandyou've reallocatedhatasdata?And becausegou're reallocatingt as
data,well we have this propertythatwe flushall the datato the disk beforewe commit
thetransactionSowe flushthis datato the disk andthenbeforewe’ve committedthis
transactionyve take a power failure. And we have to reboot.And we do log recovery.
And guessvhat?Theoperationwhich deletedthatdirectorywasnt committed,so
we've revokedthatdelete sowe've basicallyundeletedhatdirectory [ 44:06]

Unfortunately actuallywe hadthoughtwe weregoingto reallocatethatdirectoryas
data,we've alreadyflushedthe datato disk andoverwrittenthe directorythatwe’ve
actuallyjusthadto undeleteWWhoops.Sowe have to make surethatwe avoid thatkind
of thing. And thereare,again,variouswaysof doingthat. Theway thatthis worksin
EXTS3, is thatthejournalinglayer providesthefilesystemwith theability to recordthe
lastcommittedstateof the bitmapblock. And thefilesystemcanthenusethatto make
surethat,whenit is allocatingdata,it never, everreuseshe datablock thathasbeen
freedin the bitmapsbut thatfreeinghasnt yet beencommitted [44m, 49g]

Sothereareall thesdlittle tricky thingsthathapperarounddelete And all of thewrite
orderingconstraintghe JFSlayerhasenoughinfrastructuran thereto supportto the
filesystenmfor gettingthis thing right. But the JFSlayerdoesnt understandnything
aboutthedifferencebetweerthesedifferenttypesof data,it just hasordering
guaranteewhich thefilesystemcanuseto make surethatmetadata-onlyournaling
doesactuallywork right. Thatis actuallyall implementedbut the currentEXT3
doesnt useit. It's notenabledor the simplereasorthatthesewrite ordering
constraintsarereally tricky to getright. And the priority hasbeento make surethatthe
core,restof the EXT3 codeis rock solid, beforewe startintroducingall of theseweird
andwonderfulnew bits andpieces|45m, 289
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A few otherthingsthatwe have in the JFSlayer, there.lt supportsnestedransactions.
Now this is whatwe weresayingearliet thatif you have journalstartandyou get
anotheroperationwhich doesa journalstart,well you cando thatquite happily. The
nestedransactionsllow you... This wasreally implementedor quotafiles. [ 45m, 509

Now if anyone’s familiarwith the Linux VFSthere they’ll realizethe quotasystem
thatEXT2 useds notinsidethe EXT2 filesystem|t’ s actuallya genericquotautility
layerin theLinux VFS. And the Linux VFS (has)exportsfunctionsthatthefilesystems
canuse,sothefilesystemcansay:okay I’ ve allocateda disk block; pleaseupdatethis
guotarecordaccordingly And the Linux VFS will say:okay; fine,theres enoughguota
left for you to do that; that’s quitelegal; pleasego aheadwith thatandI’ Il make sure
thattheappropriatequotarecordon somearbitraryfile is updatedAnd asfar asthe
VFES layer’s concernedthe quotais justaregularfile. And it makeswrite callsto the
filesystemto updatethe quotafile. [46m, 38s]

Now if youwantto make quotaupdateconsistentvith therestof the transactionsyou
actuallyneedthosewrite callsthat VFS is makingto be partof the sametransaction
thattheallocationon disk waspartof. You have to make surethey’re consistentyou
have to make surethatthe quotafile updates alwayspartof the sametransactiorasthe
allocationthat’s (doingthat) modifyingit. And by usingnestedransactionsthis comes
asfree.[47m, 035

Thewrite systemcall startsthetransactionlt callsthe quotalayer;the quotalayerdoes
anothemwrite. Thatnew write for the quotafile startsatransactionbut it getsa nested
transactionnsidethefirst one,modifiesthe quotafile, completeghetransactionAnd
only whenthewhole operations finisheddo we markthatasbeinga complete
transactioron thedisk. Sothis quotafile stuf, it just camefor free.And it turnsout
thatthisis actuallyquite useful. Thereareapplicationsout therethatwantto be ableto
usenestedransactionsn thefilesystem[47m, 319

And onein particularthat’s alreadyusingthisis the InterMezzofilesystemthat Ted
talkedaboutearlier It’s a distributedfilesystemthathasa local disk cachefor caching
files ontheharddisklocally. And theres a cohereng protocolthatthe variousdifferent
nodesn this InterMezzonetwork useto communicatevith eachotherto say:okay; |
have anupdated..I’ ve gotanewer copy of this particularfile; I'll propagatet to all the
otherseners;I’'m aboutto modify this copy of thefile, sol’'m goingto invalidatethe

23



EXT3, Journaling Filesystem

24

seners’ copies;andall thattypeof thing. InterMezzosupportgdisconnectedperation.
[48m, 079

If I have populatedmy local disk cachewith copiesof themainsener’sin InterMezzo,
thenl canputthatonmy laptopandtake it away, go to this conferencehave all of my
e-mailonthat; have all of my otherstuff onthat;andthenl getbackhome,l canplug it
into the network andeverythinggetsreplayed And thedisconnectedperationis really
powerful. [48m, 29s]

But thatmeanghatthelocal disk cache..therehasto be away of recordingwhathas
changedn thelocal disk cachesothatwhenwe do reconnecto therestof the network,
we canreplaywhat’s changedAnd InterMezzoactuallyusesEXT3 for this, to get
very, very high performancen thelocal disk cache Becausat createsanested
transactiorandsayl’m runningadisconnectedperationandI’m makinganew file on
my filesystemlInterMezzowill createthatnew file in its disk cacheandwill updatea
journalfile thatIinterMezzomaintaingto say:this inodeover herehasbeencreatedn
thelnterMezzdfilesystemwith such-and-such filenameandit belonggo this
particularplacein thecache[49m, 13s]

And InterMezzoreally wantsto make surethatthe contentof its log, of its replaylog,
matchwhat’s actuallyon thefilesystemcache And it canuseEXT3 for that;it canuse
anestedransactionlt will startanestedransactioncreatethefile, write anupdate
recordto its replaylog statingthatfile hasbeencreated And it getsnormal
write-behindsotheres no synchronousipdateson disk. It’ s fully asynchronous
write-behindperformanceo thatlocal disk cachebut aftera crash it guaranteethat
thatreplaylog is exactly consistentvith the actualstateof thedisk cache So
InterMezzois usingthesenestedransactionsit’ s provenvery, very usefulfor them.
[49m, 529

Now we getto someof theseotherawkwardlittle things.Orphanediles, asl said
earlier if we have afile which hasbeenunlinkedon disk, but is still open,thenonthe
reboot,we needto make surethatfile is deleted EXT3 addsa new datastructureonthe
disk. It hasanentryin the superblockwhich pointsto alinkedlist of inodeson disk
which needto be deletedon reboot.And whenever you unlink anopenfile, it gets
addedonto thatlist. And whenyou finally closethatfile, the deleteoperatiorwhich
happensasaresultof thatclosewill remove theinodefrom thatlist. [50m, 379]
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| saidearlierthattruncateoperationsalsocanhave unboundedransactiorsizes Well
that's okay;if you getatruncateoperationwhich exhaustghe sizeof thejournal,then
thattruncatewill besplit upinto morethanonetransactionBut we still guarante¢hat
that’s atomicover areboot,becauséf we have to split up oneof thesetruncatever
multiple transactionsye putit on exactly the sameorphanedile list. And soin
recovery, you cando all thecleanuplt basicallymeanghatwhenyou do recovery, we
look atthe numberof links, thenumberof hardlinks for thatfile in theinodelist, andif
thenumberof links is zero,we know it’ s afile that's just beendeletedandwe deleteit.
We finish doingthe delete.if the numberof links is greatetthanzero,we know it must
have beenin themiddle of atruncate andsowe completethetruncateoperation Soall
of thatkind of getsdoneat the EXT3 level; thatcannotbe doneinsidethejournaling
level. [51m, 335]

VM resenations.. journalinghasthis unfortunatepropertythatif you have a
transactiorthat'sin progressyou cannotfree the memorythattransactions occupying
withoutfirst allowing thattransactiorto complete Becauseinlike databasesnost
filesystemgdo notimplementtransactioraborts.It’ s just not somethingwvhichis
normallyneededn afilesystemAnd if you’re notgoingto beableto aborta
transactionthenyou have to let thetransactiongun to completion. And if we’re going
to let thetransactionsun to completion,you have to have enoughmemoryto do that.
And if theVM systemis saying:well | cant give you any morememaoryright now
until you give mebacksome;thenyou candeadlockvery, very rapidly. [ 52m, 18s]

Sowe needto have away of doingVM, virtual memory (transactiorresenations,
sorry) pageresenations,sothatthefilesystemdoesnt usemorememorythanthe VM
layeris ableto give backindependentlyAnd it turnsoutthatthisis arelatively trivial
thing to addto the EXT3 filesystem pecausgournalingfilesystemsalreadydo the
samekind of resenationin thelog. Sooneof thethingsthattheVM developersandthe
journalingfilesystemdevelopershave beentalking aboutrecently is how to addan API
to thevirtual memorylayerwhich allows thefilesystemso tell the VM aboutthe
resenationsit’s makingandto make surethatwe neverruninto thesedeadlock
situations][52m, 57|

Therearealsosometricky cornersaboutwrite pressurefFor example,if you'vefilled
too muchmemorywith dirty data,andit’s proving impossibleto clearstuff out of
memory becausall of the pagesn memoryaredirty andneedto bewrittento disk
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first, thenwe needto, at thatpoint, stopmakingmoredirty data.We alsoneedto start
cleaningthe existing dirty pagesackto disk. Now thefilesystemhasits own write
orderingconstraintslt cannotlet the VM arbitrarily decideto write thesethingsback
to disk.[53m, 33g]

ButtheVM is theonly partof the systemthatknows whenthis write pressures getting
excessve. Sowe haveto have callbacksinto thejournalingfilesystemwhich let the

VM say:well, hey, you've gotall thesedirty pages) wantto startwriting themback.
But thefilesystemhasgotto be ableto say:well, actuallythesedirty pagesarepinned
in memorybecaus®f transactionshut I’ ve got pagesover herethatl canfree.Sowe
wantto have callbacksrom thevirtual memorysysteminto thefilesystemPurely
advisorycallbackssothatthe VM cansay:| have foundall thesedirty pageswhich |
wantyouto getrid of, butif youcant doit, | don't careaslongasyou find something
to getrid of. [54m, 10g]

And onceyou've gotthatkind of advisorycallback,dumbnawe filesystemdik e FAT or
EXT2 cansayto theVM: okay, youtold meto write this pagebackand!’ Il doit.
Whereadvancedilesystemghatdo journalingcanusethatasanindicationthatwe
needto do somewrite pressurendcanchoosehe mostappropriatgpagedo getrid of,
becausehey know whatthewrite orderingconstraintsare.Soall of thesdittle tricks
thatwe needto do betweerthe VM andthe VFS...hopefullywe’ll getalot of thatin
before2.4is releasedAnd thatwill allow the cleanmemging of awhole classof
differentjournalledfilesystemghat have exactly the sameorderingconstraintghatthe
VM isn’t awareof right now. [ 54m, 43s]

And thenfinally, we've gotthis write orderingconstraintat the SCSllevel. Which our
manin front wastalking about.Right now, the only way thatwe cando commitssafely
is by waiting for the disk to tell usthatthe entiretransactiorhashit disk. And only then
will you give thecommitblockto thedisk. [55m, 08g]

[Thereis acommentfrom theaudience.]
“That’s on media;notjuston disk, becauseheres lots of media.”

Yes,onmedia.Well if adisk hasgotwrite-behindbattery-backdcachethenthat’s
fine; we don't carewhatkind of media...aslong asit’s madepersistentAs long asthe
log updatecanbe madepersistentthenwe canallow the commitblock to go to disk.
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It turnsoutthatSCSlhasavery nicefeaturecalledtaggedcommandjueueingYou can
have awhole pile of disk operationsdisk writes, outstandingon the disk atonce,and
thedisk cando themin ary orderit caresAnd it will justtell you thatit’ s finishedin
whatever orderit happengo choose[55m, 47s]

Thereis abit in the SCSIcommandcalledorderedtag. You canactuallysetanordered
tagbit in thetaggedcommandjueueandthatis awrite barrierto the SCSllayer The
SCSillayerwill guaranteethe SCSIdisk will guaranteethatno writesthatyou
submittedbeforethatorderedoperationwill overtale it. And thatno writessubmitted
afterit will besentto disk beforethatoperation And if we have, in theblock device
I/O layer, if we have away of specifyingthatbarrieroperation saying:thisis a commit
block, don't reorderthis block; reorderanything insideof it, but don’t reorderthis
one...if we cansetthatin theblock device layersothatthe Linux internaldevice
reorderinggueuesandthedisk’s reorderingqueuesall obsene andhonorthatbarrier
operationthenwe cankeepthe pipelinegoingto the disk, streaminghe datato the
disk atfull speedwithoutwaiting synchronouslyor the completionof these
transactions.56m, 59g)

And thatbecomeseally importantfor afew specialcasesThatbecomeseally
importantif you're synchronouslgcommittingalot of fasttransactionso disk. And
therearecasesvherethatreally happensMail spoolsandNFSseners...thetwo
canonicalkexamplesMail spoolsareconstantlyupdatinglots of smallfiles andthey
wantto do anfsync() aftereachoneto make surethey don't tell the sendethatthe mail
hasbeenreceveduntil thedisk hasrecordedhefactthatit’s safeon disk.[57m, 25s]

And in thecaseof NFS,NFSv2or NFSvlsenersareexpectednotto acknavledgethe
write to disk until it’ s safeon disk. Becauseéhewhole point of NFSrecoveryis that, if
thesener crashestheclientwill replayany of thecommandshatwerent
acknavledgedby the sener. But anything thatwasacknavledgedby the seneris
assumedo besafeondisk. And thereforethesener... if that'sto work overasener
crashthesenercant acknavledgethe NFScommandauntil it' s safeon disk, which
meanghatthe NFSsener is typically doinglarge numbersof very smalldatawrites,
synchronously] 58m, 00s]

And in EXT3, we wantto beableto have thosewrites spoolingsequentiallyto a
separatalisk, whichis thejournaldisk. Remembethatthe journalwill notnecessarily
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haveto bein the samedisk asthefilesystem Sowe wantto just be ableto spoolthis
stuff sequentiallyontothejournaldisk atfull speedandhaving to wait for all of thelog
to bewritten beforeyou submitthe commitrequestthe commitl/O, typically means
thatyou’re wastinga wholerotationallateng in the disk, whene&eryou’re doinga
commit.If we cangetthesewrite barriersright throughthe Linux I/O layers,that
really, really improvesthe performancef thesestreamingsynchronou$/Os. That's
onething that'sonthecards,it will probablynotgetinto 2.4, but thel/O layersin
Linux will hopefully have thisin 2.5.[58m, 469

[The spealer callson anaudiencanember].Anotherquestionhere?

“Well actually it'sacomment.You're assuminghatthe write orderingimplementation
in thefirmwareon thedisk actuallyis functional.”

I’'m assuminghatthewrite orderingon the firmwareof thediskis functional,correct.|
assumehatwhenthedisk saysthatit’ s written something..[Someoneommentsn
background.Phyes,| know... We have got, we will only enablethis with eithera
white list or a blacklisted setof drives.We've alreadygot drive blacklistsin the kernel
for thingsthatlie hideously.. Absolutely thatwill not bea defaultbehaior; we have to
bevery carefulaboutthat.[59m, 275]

Sothestatusonthis. Thecoreof EXT3 s...theonel’'m runningonthelaptophereis
absolutelyrobust; thereareno known problemsn that. Someof thekind of user
interfaceissuesarenot quite 100%.1f you deletethe journalor you give it aninvalid
journalinodeor thingslik e that,thenthe actualsetupof thejournalingcansometimes
getabit confusedput thosearemanagemenssuessurroundinghe userlevel tools
which arebeingusedto managehat.[59m, 56s]

Theuserlevel toolsis themainthing thatwe’re working on right now. And the
metadata-onlyournaling. The actualcorefilesystemis rock solid. It’ s beingusedin
productionweb/FTPsenersfor multiple tens-of-gigabytdilesystemsj trustit
absolutelywith thelaptophereandgiventhe statusof someof the device driversthat
have beenrunningonthis laptoprecently it’ s rathercorvenientto have the ability to
rebootvery, very quickly. [The audiencdaughs.] 60m, 25s]

Thee2fsprogsasat the minute...it hasminimal supportfor EXT3, but it is there.It
will understandhe presencef therecovery bits in thejournalbits andwill do
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appropriatehings,atleastin asmuchasit will nottouchafilesystenthatit doesnt
know how to touch.And it will notcomplainaboutthe existenceof ajournalif the
journalhappengo bethere,but doesnot needrecovery. [ 60m, 51s]

Sothereis ongoingwork for thingslik e the metadata-onlyournaling. The
infrastructuran the JFSfor thatis all implementedexceptfor therevoke recordsthe
currentsuperblockormat, the journalformat,doesnot have revoke records.That's the
only thing thatneedgo beaddedbeforel canenableall of thatsupport[61m, 13s]

Thequotastuff is in there.lt hasnotbeenfully testedl know therearepeopleusingit,
but it’ s nottestedasmuchastherestof the code,sol needto have moretestingdone
onthatbeforel recommendt asbeingstable [61m, 279

e2fsprogse2fsck,we alreadyhave prototypecodein e2fsprogse2fsck,in the
developmentoranchfor doinglog replay The onething that's missingfrom thatright
now is thereplayof the orphanlists. Oncethat’s all done,we will have afully
functioninge2fsck,whichwon't requireary kernelsupport[61m, 43s]

And therearea coupleotherthingswhich arebeingworkedon. For example,I'm going
to bemoving thejournalfrom beingaregularfile to beingareseredfile andhave a
tune2fsfunctionwhichwill allow youto addanarbitrarily sizedjournalinodeto an
existing EXT2 filesystemwithoutit appearingn thefilesysternamespacand
therefore(withoutit polluting, sorry) withoutit temptingpeopleto deleteit andnasty
thingslik e that.[ 62m, 14s]

Sothat’s basicallywherewe're atright now. The currentcoreEXT3 is stable;it does
journaldataandthereforet haspoorwrite performancdor write-intensve operations.
But it is reliable,andit will run...it canbeaddedtransparentlyo arny existing EXT2
filesystemThatwill be maintainedasa stablebranchwhile I'm megingin the
metadata-onlyournaling.Sotherewill bea developmenbranch.Thisis all 2.2;the2.4
portwill only happeronceall thisis stablebecausét’s not possibleto achieve a
sufficiently highlevel of reliability if you're changingtoo mary thingsat onetime. It
justmakesit somuchharderto maintainanddelug.[63m, 00s]

Therearesomethingswhich I'm leaving until afterthefirst completestablerelease.
And thatis, in particular althoughthe JFSlayerunderstandsff-disk journalingand
understandmultiple block devicessharingthe sameournal, therearea numberof
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really nastymanagemerissuesn termsof administratiorof thatkind of ernvironment.
[63m, 235

Like, whathappensf you've gottenfilesystemsharingthe sameoff-disk journaland
onreboot,oneof thosefilesystemglies?Well you cant actuallystartreusingthe
contentsof your journaluntil you've doneall of therecovery. And you cant do all of
therecovery until you've gotall of thefilesystemsnountedor atleastfinished...atleast
until you've foundall of thefilesystemghatusethatjournal. And if oneof those
filesystemshasdisappearedjou cant dorecovery ontothatfilesystemsotherefore
you cant startre-usingthejournal.[ 63m, 52]

Thereforeall of the otherfilesystemavhich aresharingthe samgournalgo south.So
it salittle problem.We have to do thingslike makingsurethattherecovery codehas
theability to untanglethe differentbits of ajournalinto a separatdile andstorethatin
thetempdirectorysomeavhere,sothatwhenthatmissingfilesystemgetsfoundlateron,
we candotherecovery then.[64m, 175]

Thereareall sortsof little thingslik e thatthatwe have to dealwith whenyou've got
off-disk journalsandsharedournals;which justdon’t ever comeinto the pictureif
you're journalingon the samedevice thefilesystemis on. Sothatwill probablybea
postl.0issueandoneotherthing thatl wantto dois to actuallyexportthe nested
transactiomAPI into userspaceYou have to bevery, very carefulaboutthatbecauset’s
not possibleto guaranteg@roperdatabassemanticsYou cant have unboundedlarge
transactionsYou have to have someway in which the userapplicationcangetin
advancesomeideaof how mary disk blocksit’s goingto needto modify for the
operationpecausdt’ s goingto call variousthingslik e thatwhich arenot entirely
straightforward;it’s not quite assimpleaspeoplewould hope.But it’ s sufficiently
usefulthatthatwill be exportedto userspacatsomepoint.[65m, 079

That's all to solve for EXT3. EXT3 is notthe only thing that’s goingonwith EXT?2.
Thereareotherthingsthatarehappeningn the EXT2 filesystemspaceasseparate
developmentoranchesmuchlike EXT3 is adevelopmentoranchoff of EXT2. Andit’s
likely thatsomenumberof thesewill be megedinto asingle,new EXT2 variant
sometimen thefuture. Therearepeopleincreasinglyhammeringor securitysupport.
Accesscontrollists, mandatoryaccesontrollabels,capabilities..all thattype of
thing. Therearepeoplewho really wantthatin Linux. [ 65m, 40s]
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Thereareproposaldrom the US Departmenbf Defensehatwill forbid themfrom
purchasingary operatingsystemwhich doesnot have (thesefacilities)these
capabilities And they have beentrying to persuadehe US Governmento adoptthe
samerules.Althoughthey areresistingthat.[ 66m, 00s]

Theres B-TreesupportB-Treesarefairly complicatedon-diskstructuresThereare
peoplewho wantto have B-Treesupport(in Linux) in EXT2, for scalabledirectory
performanceBut B-Treescango really horribly haywireif youinterruptthemin the
middle of atreebalancingoperation And somakingthemconsistenbver areboot
eitherrequiresthatyou're very, very carefulanddo lots of extra l/O in thedisk
structureto make surethatit canberecoveredsanely or you do journaling.[ 66m, 265

In fact,theres awhole sectionof codeinsidereiserfswhich wasdealingwith exactly
thisissue Which hasbasicallybeeneliminatedfrom thefilesystemnow thatthey’ve
gotjournaling,becausgournalingdealswith all thatfor them.PuttingB-Treesinto
EXT3reallyrequiresIFSasa prerequisite[ 66m, 47s]

Onlineresizeis beingdonefor EXT2. And therearea numberof otherminimally
intrusive extensionghat...EXT2 hasthis advantageof beingavery nice,simple
filesystem And you cando B-Treeextentmapsinsideyour files asa very efficient way
of encodingdargefiles onyour disk. Now you don't actuallyhave to useB-Treesfor
that.If youdon't useB-Trees,you canjust have avery simpleextentmapstructureon
thedisk, which mapsentirecontiguousextentsof on-diskblocksfor asinglefile in just
afew bytesin thedirectorystructuresn theinode.[67m, 23]

Thatis all well andgooduntil you startdoingthingslik e having holesin thefiles and
thenwantingto write into the middle of thoseholes.Onceyou do that,thenyou’re
having to shufle aroundall of your extentmapsandsoon. And thatgetsreally
complicatedthat’s normallywhy peoplewantB-Treesfor extentmaps.If you're
willing to forego with theability to write into holesinto your filesystemyou don't
needB-Treesfor your extentmaps.[67m, 485

Sothat’s somethinghatwe coulddo in EXT2 asanexperimentto say:what's the
minimal necessarynodificationto this filesystemto provide all of the benefitsof extent
maps .exceptfor this facility with holes;which aregoingto be usedby a vanishingly
smallfractionof usersWe don't needto do B-Treedirectorieswe canmaybedo
hashingof thedirectories;avery muchsimplerextensionto the filesystemwhich can
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give usmary of the performancemprovementsof B-Treedirectories but withoutthe
implementatiorcosts.Soreally therearelots of thesethingsthatpeoplearelooking at
with EXT2. [68m, 24s]

SoEXT3 will besupportedasafully functionalfilesystemit’s not clearwhetherit will
be asetever megedinto the official EXT2 sourcetree.l guessnot, actually Butit's
certainlynottheonly extensionto EXT2 that's beingtalkedaboutright now. [ 68m, 40s]

Any questions?¥ou've got two-and-a-haliminutes..two minutes[The audience
laughs.]Oneatthe back.

[Thereis anunintelligible questionfrom anaudiencenembei
...Inprogressuserreseredinodesfor thejournal.[ 69m, 13s]
[The audiencanembercontinues.]

“Secondpartis, usuallywhenyou createa journal,we doadd...”

No, I'vetold you theres goingto be atune2fsoptionswhich doesall of thatfor you
andputsit into aresenedinode;that’ll all beinvisible.[69m, 31s]

[Thereis anadditionalquestionabouthaving to disk seekto thejournalevery time you
do awrite; a problemsimilar to thosewith FAT filesystemghatneedto write to the
FAT for every disk write.]

[Thereis acommentfrom anotheraudiencenemberon the subject.]
“Y ou cangetaroundit by puttingit on adifferentdisk.”
Yeah.Thereareactuallya numberof differentissueghere.[ 70m, 06s]

Thefirstissueis thatthe journalwritesarebatchedup into commitsevery five or ten
secondsAnd they’re sequentialsotheres only oneseekto thejournalandoneseek
from thejournalfor thatoperation And the secondhingis that,becausegou aredoing
thoseupdatesnto thejournal,thingslik e hot data.. thingslik e inodeswhich arebeing
constantlyupdatecdor directorieswhich arebeingconstantlyupdatedarealwayshotin
thejournalandthey never have to bewritten backto disk. Soyou canactually
eliminatetherandomseeksall over your mainfilesystemdata,becausell of thedatais
currentlyin thejournal. Soyou're reducingthe numberof seekdn thatcase And you
canalsoputyourjournalon a separatelisk entirely, if youwantto. Soour experience
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with journalingfilesystemsuggestshatthisis notthe problemthatyou think it will
be.Obviously, it depend®ntheworkload.[ 71m, 04s]|

[The spealer callson a differentaudiencanemberfor a question.]

“Beyondthewrite boundarydo you anticipateotherchangego the block driver
interface?”

Do | anticipateotherchangedo the block driverinterface”Not right now. Thereare
otherchangegoingon, but they’re notrelatedto EXT3. In particular theres work
goingonto replacethe buffer headinterfaceto the block device layerwith a
kiobuf-basedmplementationAnd that’s goingto be enormouslymoreefficient; it will
allow usto cleanlyacces$igh memorypageson large memorylintel boxes;it will
allow us,if we getit right, to finally make the breakandallow addressingf block
deviceslargerthantwo terabytesSoyes,all of that's goingon, but it’ s not relatedto
EXT3 work. [71m, 549

[The spealer callson anotheraudiencanemberfor aquestion.]

Whataboutcrashduringrecovery?It doesnt matter Recwery just consistof going
throughthelog andwriting what's in thelog backto disk. And writing it backto disk
twice s justasgoodaswriting it once.Soif you crashduringtherecovery andyou’ve
written half of thelog, well the next recovery goesalongandjust doesall the sameset
of writes, plusafew more.And only whentherecovery is completeddo we make the
modificationto the journalwhich marksrecovery asbeingdone.Thereareno
modificationsto thejournalwhile recoveryis in progressSoit justworks. Theres no
problemsthere.[ 72m, 325

[Thereis anotherquestionfrom theaudience.]

Doesthis atthe momentwork with softwareRAID? It will work with hardwareRAID;
it will work with softwareRAID oncethe 2.4 portis done,because bug in software
RAID hasbeenfixedin 2.4.1t will notwork with softwareRAID in 2.2. Thereasorfor
thatis thatsoftwareRAID whenit doesRAID recovery aftera crashworksby doinga
buffer cacheread,stripe-by-stripethroughthe wholedisk, writing thosestripesback.
And whenit writesthosestripesback,it updateghe diskswhich werenot consistenat
thetime of the crash.Unfortunatelywhenit’ s doingthat, it’s causingthe contentsof
the buffer cacheto bewritten to disk without thefilesystems say-so And thereforeis
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violating the write orderingrequirement®f thejournalingfilesystem And EXT3 adds
awhole pile of deluggingcodeto the block device layerto detectviolationsin the
write orderingrequirementshecausehat’s really goodfor delugging.Youdon't want
thesethingsto happersilently. [ 73m, 329

Write orderingviolationsarereally, really hardto detectbecausé¢he only way you'll
detectthemnormallyis by crashingandfinding thatsomethingdoesnt work right
whenyou recover thefilesystem.You've got absolutelyno ideawhatwentwrong.So
having thosedehuggingentriesin the EXT3 codeis really, really important,to make
surethatwe detectwrite orderingviolationswhenthey happenAnd the RAID devices
violate orderingandrecovery... notin 2.4.Soit’ll befinein 2.4.

Theres aquestionover heresomavhere?... Nope...Thankyou very much,then.

[The audienceapplauds.][The presentatiorends.][ 74m, 17|

3. Additional resour ces

3.1. EXT3 distrib ution

The EXT3 filesystempatchdistributionsanddesignpapersareavailablefrom
ftp://ftp.kernel.og/pub/linux/lkernel/people/scti3

Alternately thesematerialsareavailablefrom ftp://ftp.uk.linux.og/pub/linux/scifs/jfs/

The EXT3 authorandmaintainey Stephenfweedie maybereachedt sct@redhat.com
(mailto:sct@redhat.com)

3.2. e2fsprogs

e2fsprogss availablefrom http://e2fsprogs.sourceige.net/

TheodoreTls’o is thecurrentmaintainerfor e2fsprogs.



EXT3, Journaling Filesystem

3.3. Other materials mentioned in this talk

The InterMezzofilesystemdistribution materialsandinformationareavailablefrom
http://intermezzo.og/

TheLinux Memory ManagemenfMM) teamhomepageis locatedat
http://www.linux.eu.og/Linux-MM/

The Ottawva Linux Symposiunpagesarelocatedat
http://www.ottavalinuxsymposim.org

Finally, anexcellentsetof kernel-relatednaterialsghighly recommended!andthe
homepagefor the#kernelnevbieschanneis locatedat http://www.kernelnevbies.og/
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